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Supercomputer Centers Today 

  
Å  Huge potential, 
Å  High demand, 
Å  Technological complexity, 
Å  Difficult support and maintenance, 
Å  High cost, 
Å  Diversity of architectures, 
Å  Complexity of architectures. 

 



a{¦ {ǳǇŜǊŎƻƳǇǳǘŜǊǎΥ άLomonosovέ ŀƴŘ άLomonosov-2έ 

 
MSU Supercomputing Center today: 

Users: 2955 
Projects: 880 

 
MSU Faculties / Institutes : 21 

Institutes of RAS : 95 
Russian Universities: 102 

 

1,7 Pflops 

2,9 Pflops 

Very serious technological and  
ƛƴǘŜƭƭŜŎǘǳŀƭ ǇƻǘŜƴǘƛŀƭΧ 



 
Å  Efficiency of applications 
Å  Efficiency of supercomputers 
Å  Efficiency of supercomputer centers 
 

Potential of Supercomputer Centers 
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Efficiency of Supercomputer Centers 
(publications, bibliometric parameters) 



{ǳǇŜǊŎƻƳǇǳǘŜǊ ά[ƻƳƻƴƻǎƻǾ-нέΥ  
Ǿƛǎǳŀƭ ǎǇŜŎƛŀƭ ŜŦŦŜŎǘǎ ŦƻǊ άCƛǊǎǘ ¢ƛƳŜέ 
όάʕͪ ͔ͣΎ ͔͍ͨͪ·ͻέ). 

Efficiency of Supercomputer Centers 
(socially important and/or nation-wide visible projects) 



Efficiency of Supercomputer Centers 
(partnership with industry) 



.ǊƛƎƘǘ ǎŎƛŜƴǘƛŦƛŎ ŘƛǎŎƻǾŜǊƛŜǎ Χ 

Efficiency of Supercomputer Centers 
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Potential of Supercomputer Centers 



Licenses Projects 

Users 

Software  
components 

Quotas 

Organizations 

Hardware  
components 

Statuses 

Applications Partitions 

Queues Jobs 

Is it difficult to control few components ? A few ?.. 

Complexity of Supercomputing Centers 



A few? LƴŦƻ ƻƴ a{¦ άLomonosovέ {ǳǇŜǊŎƻƳǇǳǘŜǊ Υ 
(1.7 PflopsΣ сллл ŎƻƳǇǳǘƛƴƎ ƴƻŘŜǎΣ мнY /t¦ǎΣ нY Dt¦ǎΧύ 

Licenses Projects 

Users 

Software  
components 

Quotas 

Organizations 

Hardware  
components 

Statuses 

Applications Partitions 

Queues Jobs 
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  Current trend: all these numbers grow extremely fast ! 



Full Guarantee 

Supercomputer behaves like  

we expect it should behave; 

Guarantee of coincidence  

between theory  

and practice. 

Total Control 

We must control everything  

what is necessary to 

control efficiency 

permanently.  

Immediate Reaction 

We must know about everything and react immediately.  

Efficiency of Supercomputers 



Too many possible reasons of performance degradation,  
but we need to collect and keep all this information 

Many different HW&SW components operating simultaneously 
Many different applications running simultaneously, 
aŀƴȅ ŘƛŦŦŜǊŜƴǘ Ǝƻŀƭǎ ƻŦ ƳƻƴƛǘƻǊƛƴƎΧ 

Monitoring system, requirements: 
Å we need to know: what, where, when. 
Å scalability: thousands computing nodes,  
 dozens sensors per node, 
Å high frequency: a few seconds and less,  
Å active and passive modes, 
Å Χ 

A traditional approach (store all data first,  
process necessary data later) for  
ǘƘŜ άLomonosovέ ǎǳǇŜǊŎƻƳǇǳǘŜǊ ŘƻŜǎƴΩǘ ǿƻǊƪΥ 
initial monitoring data rate ς 120 MB/c  
3+ PbytesκȅŜŀǊΧ BigData ŎƻƳŜǎΧ  
A simple analysis of the monitoring data required 
ƳƛƴǳǘŜǎΣ ƘƻǳǊǎΣ ŘŀȅǎΧ 

==> We need the total control over HW&SW components of supercomputers, where  
total monitoring is a key issue.  Why is the total monitoring really hard ? 

DiMMon: Total Monitoring of Petascale Supercomputers 
(Supercomputing Co-Design Technologies and Tools) 



Good questions: 
5ƻ ǿŜ ǊŜŀƭƭȅ ƴŜŜŘ ǘƻ ƪŜŜǇ ŀƭƭ ǘƘŜ ŘŀǘŀΚ Lǎ άǎǘƻǊŜ ŦƛǊǎǘΣ ǇǊƻŎŜǎǎ ƭŀǘŜǊέ ǘƘŜ ōŜǎǘ ǎǘǊŀǘŜƎȅΚ 
²ƘŜǊŜ ƛǎ ǘƘŜ ōŜǎǘ Ǉƻƛƴǘ ǘƻ ǇǊƻŎŜǎǎ ŘŀǘŀΚ {ǘŀǘƛŎκ5ȅƴŀƳƛŎΚ Χ 
 
A smart approach to monitoring: 
- on-the-fly analysis: all relevant information should be extracted from the monitoring  
Řŀǘŀ ōŜŦƻǊŜ ƛǘΩǎ stored in a database; 
- on-site analysis: monitoring data must be processed where the data were obtained 
(process first, move data (if necessary) later);  
- dynamic reconfiguration of monitoring systems: the monitoring system must be 
capable to change dynamically its configuration, depending on the current load on the 
supercomputer and the specific analysis objectives. 
 
bƻ ǇǊƻōƭŜƳ ǿƛǘƘ ƳƻƴƛǘƻǊƛƴƎ ƻŦ ǘƘŜ ǿƘƻƭŜ άLomonosovέ ǎǳǇŜǊŎƻƳǇǳǘŜǊΧ 
(estimations up to x100-x1000) 

Two interesting statements inspired by the practice: 
Å What is BigData: characteristic of a certain problem or lack of our understanding   
όƴŀǘǳǊŜ ƻŦ ŘŀǘŀΣ ǎǘǊǳŎǘǳǊŜ ƻŦ ŘŀǘŀΣ ƻōƧŜŎǘƛǾŜǎ ƻŦ ŀƴŀƭȅǎƛǎΧύ Κ 
Å If you have to deal with BigDataΣ ǘȅǇƛŎŀƭƭȅ ȅƻǳ ŘƻƴΩǘ ƴŜŜŘ ǘƘŜ Ƴƻǎǘ ƻŦ ǘƘŜ ŘŀǘŀΧ 

DiMMon: Total Monitoring of Petascale Supercomputers 
(Supercomputing Co-Design Technologies and Tools) 



Full Guarantee 

Supercomputer behaves like  

we expect it should behave; 

Guarantee of coincidence  

between theory  

and practice. 

Total Control 

We must control everything  

what is necessary to 

control efficiency 

permanently.  

Immediate Reaction 

We must know about everything and react immediately.  

Efficiency of Supercomputers 



What is now? We hope that a component works  
until we get an evidence that  
it has failed. 

We need a guarantee:  
if something goes wrong inside a  
supercomputer we shall be notified immediately.  
 
We want a system behaves in a way we expect it should behave.  

Our expectations = Reality 

Large numbers in supercomputers: cores, processors, accelerators, nodes, HW&SW 
components, files, indexes, users, projects,  
processes, threads, running  
ŀƴŘ ǉǳŜǳŜŘ ƧƻōǎΧ 

OctoTron: predictability for supercomputers 
(Supercomputing Co-Design Technologies and Tools) 



Supercomputers should be autonomous in self-control. 
(They become more dynamic, more sophisticated, more and more parallel) 
 

Χ¢ƘŜ ƭŀǊƎŜǊ ǎǳǇŜǊŎƻƳǇǳǘŜǊǎΣ ǘƘŜ ƳƻǊŜ ŀǳǘƻƴƻƳƻǳǎ ǘƘŜȅ ǎƘƻǳƭŘ ōŜΦΦΦ 

Our expectations Reality 

Formal model of a supercomputer Supercomputer 

Monitoring data (DiMMon) 

OctoTron: predictability for supercomputers 
(Supercomputing Co-Design Technologies and Tools) 



A guarantee of ñour expectations = realityò, how this can be done? 

Å a formal model of supercomputers (model is a graph), 

Å a set of formal rules, 

Å a set of reactions, 

Autonomous life and control of MSU supercomputers: 

Current trend: many decisions about control over HW&SW of supercomputers  
must be taken automatically. 

Initial deployment, Detection of faults, critical and emergency situations, Turning off minimum amount of hardware, Self 

diagnostics, Previous accidents, etc. are done according to a model and rules. 

-ñChebyshevò supercomputer, 60 Tflops, 625 CPUs:  

        10 228 nodes, 24 698 edges, 205 044 attributes, 160 rules, 100 reactions; 

- ñLomonosovò supercomputer, 1.7 Pflops, 12 000 CPUs, 2 000 GPU:  

        116 000 nodes, 332 000 edges, 2 400 000 attributes,... 

OctoTron: predictability for supercomputers 
(Supercomputing Co-Design Technologies and Tools) 



OctoTron model of supercomputers: targets, triggers, rules, reactions 
(on Python): 

"sensor" : { 
            "ping" : Boolean(timeout), 
        }, 
  
        "trigger" : { 
            "ping_failed" : Match("ping", False) 
        }, 
  
        "react" : { 
            "notify_ping_failed" : Reaction() 
                .On("ping_failed", 3, 0) 
                .Begin(status("tag", "NETWORK").Msg("loc", "{" + key + "}") 
                    .Msg("descr", "{type}: ping failed three times") 
                    .Msg("msg"  , "{type}[{" + key + "}]: ping failed three times")) 
                .End(rstatus("tag", "NETWORK").Msg("loc", "{" + key + "}") 
                    .Msg("descr", "{type}: ping ok") 
                    .Msg("msg"  , "{type}[{" + key + "}]: ping ok")), 
        } 
 

"const" : { 
            "mountpoint" : mountpoint, 
            "type" : "mountpoint" 
        },  
        "static" : { 
            "threshold_percent_free" : pct_threshold, 
            "threshold_bytes_free" : threshold 
        },  
        "sensor" : { 
            "percent_free" : Long(timeout), 
            "bytes_free" : Long(timeout) 
        },  
        "trigger" : { 
            "low_percent_free" : LTArg("percent_free", "threshold_percent_free"), 
            "low_bytes_free" : LTArg("bytes_free", "threshold_bytes_free"), 
            "low_space" : StrictLogicalOr("low_percent_free", "low_bytes_free") 
        },  
        "react" : { 
            "notify_low_space" : Reaction() 
                .On("low_space") 
                .Begin(reaction("tag", "DISK").Msg("loc", loc) 
                    .Msg("descr", loc_s + "free space is low") 
                    .Msg("msg"  , loc_l + "free space is low: {percent_free}% / {bytes_free}B")) 
                .End(GenRStatus(reaction)("tag", "DISK").Msg("loc", loc) 
                    .Msg("descr", loc_s + "free space is ok") 
                    .Msg("msg"  , loc_l + "free space is ok: {percent_free}% / {bytes_free}B")), 
        } 
    } 

OctoTron: predictability for supercomputers 
(Supercomputing Co-Design Technologies and Tools) 



*** reported events ***  
Χ 
7, CRITICAL, "ups: type 2 errors growing"  
7, CRITICAL, "ups: type 1 errors growing"  
1, CRITICAL, "critical balance on modem"  
 
5, DANGER, "partition: too many blocked nodes"  
3, DANGER, "cold_sensor: very high temperature on cold sensor"  
2, DANGER, "emu: ping failed three times"  
1, DANGER, "partition: the queue has lost some nodes"  
1, DANGER, "octotron on stat1.lom.parallel.ru:4448 failed one check"  
1, DANGER, "low balance on modem"  
 
62, WARNING, "big_eth_switch port: is down"  
29, WARNING, "rkp: high fluid temperature"  
12, WARNING, "cold_sensor: high temperature on cold sensor"  
8, WARNING, "rkp: high air temperature"  
5, WARNING, "hot_sensor: high temperature on hot sensor"  

 Χ 

OctoTron: predictability for supercomputers 
(Supercomputing Co-Design Technologies and Tools) 



 
Å  Efficiency of applications 
Å  Efficiency of supercomputers 
Å  Efficiency of supercomputer centers 
 

Potential of Supercomputer Centers 



 ς  Level of CPU load 

4
8
8

 c
o

re
s 

LoadAVG 

488 cores: WASTED  time  for 22 hours ! 

What could be a reason of this situation? 
- Hardware failure?   ̧ ŜǎΣ ƛǘ ŎƻǳƭŘ ōŜ Χ  
- Software failure?   ̧ ŜǎΣ ƛǘ ŎƻǳƭŘ ōŜ Χ  
- Error in the code?   ̧ ŜǎΣ ƛǘ ŎƻǳƭŘ ōŜ Χ  
- Algorithmic problem?   ̧ ŜǎΣ ƛǘ ŎƻǳƭŘ ōŜ Χ  

Efficiency of supercomputing applications 
(Potential of supercomputer centers) 


